# Abstract

This paper presents an examination of the application of probability density functions to strategy identification in partially observable game spaces. Specifically, we focus on the design, implementation, and evaluation of the Intent Recognition Engine (IRE) for the NOVA StarCraft competition AI. We describe the challenge of determining enemy strategy with only a partial view of their total forces, of mapping strategies to a coordinate space, and of performing localization in that space. In addition, we present the results from evaluation of both win rates against enemy AI as well as prediction accuracy given post-game ground truth. Finally, we conclude with a discussion of remaining challenges and opportunities for further development.
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# Introduction

Real-time strategy (RTS) games have become a rich platform for the development and advancement of AI techniques due to their decision complexity, partial observability, and their variable determinism. This research has led to the production of many bots with varying strategies which compete in yearly AI competitions such as the “AIIDE StarCraft AI Competition” and the “CIG StarCraft RTS AI Competition”. NOVA is one such bot first developed in 2013 at Drexel University. The Intent Recognition Engine (IRE) builds on top of existing NOVA capabilities to improve its predictive accuracy against enemy bots.

RTS games present intractable challenges for traditional decision-making systems due to the large number of possible moves that every unit can make when combined with the large number of units that can exist at the same time. Combined with the partial observability of the environment, this results in a solution space that is far, far too large to search using traditional methods. In addition, the real-time nature of the genre means algorithms must act quickly, effectively ruling out many decision-making processes that promise optimality. Developing techniques that can rely only on observable data to make inferences about higher level enemy decision making can help ameliorate this problem by trading optimality for probabilistic predictions. Effective implementation of these techniques can produce inference systems that are effective across many times of partially observable environments.

This paper aims to detail one such technique that applies algorithms developed for geolocation given imperfect information to identification of enemy strategies that have been mapped into a N-dimensional space where each axis represents one aspect of all possible strategies. It is organized as follows: Section II introduces the RTS game StarCraft and its unique challenges, the concept of mapping strategies to points in space, and probability density functions. Section III reviews the algorithmic details of IRE detailing how observations in-game are converted to strategy predictions and, ultimately, counter-strategies. Section IV details the test procedure and evaluation results of IRE trials against other competitive bots. Section V touches on related work being performed in this area. Section VI outlines the conclusion made from this research and development effort. Finally, Section VII outlines future work to be performed on the algorithm to further improve results.

# Background

## RTS Games

Real-Time Strategy (RTS) games are a sub-genre of grand strategy games where players are tasked with gathering resourced to build units, buildings, and research upgrades in order to achieve victory over one or more opponents (usually through the total destruction of enemy assets). RTS games have been identified the next step in the evolution of research from Chess and Go, as they offer the following unique challenges:

* Unlike Chess and Go, both players can perform actions simultaneously. In addition, while some moves are limited only by the speed at which the player can perform them (up to a maximum of double the frame rate), other moves are *durative*, meaning the moves themselves take time to complete and in some cases can be interrupted.
* By nature of allowing simultaneous actions, RTS games are real-time, meaning game state advances regardless of player action. In many instances, the player which can act faster has an advantage over the other players, meaning fast, effective decision making is required.
* Whereas with Chess and Go the entire board is visible at all times, many RTS games have partial observability through a “fog of war” in which all units have a fixed visibility range. All game state changes that take place outside the combined visibility ranges of all friendly assets are invisible to the player until that area is observed.
* Many RTS actions are non-deterministic, meaning they have a probabilistic chance of success or failure and thus the results cannot be predicted with perfect accuracy.
* The combined complexity of all possible unit actions across all existing units against all known, previously known, and unknown enemy states significantly exceeds that of Chess and even Go in terms of not only state space but also decision tree size.

### StarCraft

StarCraft: Brood War is a RTS game released bi Blizzard Entertainment in 1998. Since then it has become a cultural and competitive phenomenon, going as far as to become a televised sport in some countries. The game is set in a science-fiction universe consisting of three races: Terran, Protoss, and Zerg. Each race consists of unique buildings, units, and abilities, and after over a decade of software patches has become one of the most balanced games in the genre. Each race specializes in different combat styles: balance for Terran, power for Protoss, and speed for Zerg making the right strategic decision a factor not only of current resources but of enemy race.

## Strategy Dimensionality

In order to identify opponent strategies, it is first necessary to produce a representation of strategy that is robust to the various nuances among the many possible tactics. In StarCraft every unit, building, and research upgrade has a fixed set of pre-requisites that must exist before the item can be produced which when combined produce a single “tech tree” for the race. Spawning from this representation is the notion of “build order”, or a unique set of ordered productions designed to optimize the efficiency of a particular strategy. This build order can be represented as a subtree consisting of only the nodes in the tech tree that are required to achieve that series of productions. Every strategy in StarCraft can be represented by a build order, and while there is nuance to the exact implementation of that build order, such as building location placement or map exploration, the order itself does not change.

Strategies in IRE are represented as build orders geolocated in a 3-dimensional “strategy space”. This strategy space consists of virtual axes that represent the intensities of all possible strategies along common metrics, where each axis is normalized from -1 to 1. The first axis measures a strategy’s focus on ground units versus anti-ground units. The second axis measures a strategy’s focus on air units versus anti-air units, and the third axis measure’s a strategy’s overall aggressiveness versus defensiveness. The closer to zero a point is along any given axis, the more “balanced” that strategy is in producing units that can achieve, or fails to achieve, both extremes. For example, a strategy that emphasizes aggressively building ground units that cannot attack air units to attack the enemy without concern for base defense would measure as a 1 on the ground axis, a 0 on the air axis, and a 1 on the aggression axis. Conversely, a strategy that involves building heavy base defenses to produce a late-game aerial armada would measure as a -1 on the ground axis, a 1 on the air axis, and a -1 on the aggression axis.

These axes were selected because all units in StarCraft are either air or ground units, and each can either attack ground units, air units, or both. In addition, successful strategies in StarCraft either emphasize building attacking units as quickly as possible or defending against opponent “rushes” to produce more powerful units, but ultimately a victory can only be achieved through enemy defeat. Although these particular axes were chosen due to their relevance to the most common build orders, any arbitrary axis could be selected and added to the code without consequence to IRE.

Strategies, represented as build order subtrees, are given a ranking along each axis that represent that particular strategy’s “fingerprint”. For testing, the 18 most common build orders were codified in this manner and scored [TABLE X Y Z].

|  |  |  |  |
| --- | --- | --- | --- |
| **Terran Strategy Name** | **A vs AA** | **G vs AG** | **Atk vs Def** |
| Bio (marines/medics) | -0.25 | 0.75 | 1 |
| Rax\_fe (second base) | 0 | 0 | -1 |
| Two\_facto(tanks) | 0 | 1 | 0.5 |
| Vultures | 0 | 1 | 0.75 |
| Air(wraiths) | 0.75 | -0.5 | 0.25 |
| drop | 0.25 | 0.25 | -0.25 |

|  |  |  |  |
| --- | --- | --- | --- |
| **Protoss Strategy Name** | **A vs AA** | **G vs AG** | **Atk vs Def** |
| Two\_gates (zealots) | 0 | 1 | 1 |
| fast\_dt (dark templars) | -0.25 | 0 | 0 |
| Templar | -0.5 | 0 | 0.5 |
| Speedzeal (zealots+upgrades) | 0 | 1 | 0.75 |
| Corsair | -1 | 0 | -0.75 |
| Nony (dragoons) | 0 | 0 | 0.5 |
| Reaver\_drop | 0.25 | 0 | -0.25 |

|  |  |  |  |
| --- | --- | --- | --- |
| **Zerg Strategy Name** | **A vs AA** | **G vs AG** | **Atk vs Def** |
| Speedlings (zerlings) | 0 | 1 | 1 |
| Fast\_mutas (mutalisks) | 1 | -1 | 0.25 |
| Mutas (expand+mutas) | 0.75 | -0.75 | -0.25 |
| Lurkers | 0 | 0 | -0.25 |
| Hydras | -0.25 | 1 | 0.75 |

When a strategy is loaded into strategy space, each node in the subtree is given a 3-dimensional point representing its intensity along those axes. Strategies are normalized to their unique depth, where the lowermost nodes have intensities matching the strategy’s overall values and all other nodes scale evenly between those values and zero. So, a node halfway down a strategy with an aggressiveness of 1 would have an aggressiveness value of 0.5.

## Probability Density Functions

*In probability theory, a probability density function (PDF), or density of a continuous random variable, is a function, whose value at any given sample (or point) in the sample space (the set of possible values taken by the random variable) can be interpreted as providing a relative likelihood that the value of the random variable would equal that sample.[citation needed] In other words, while the absolute likelihood for a continuous random variable to take on any particular value is 0 (since there are an infinite set of possible values to begin with), the value of the PDF at two different samples can be used to infer, in any particular draw of the random variable, how much more likely it is that the random variable would equal one sample compared to the other sample.*

PDFs have many uses, but one such use is in the localization of objects in space. Using only a signal intensity and bearing to a transmitter, a receiver can use repeated measurements over time in order to reduce the number of possible places the object could be until eventually it converges with very high probability on the exact location.[CITE]

# Converting Observations into Predictions

The combined set of all strategies in a single strategy space create a virtual realm where the enemy’s actual tactics must be located. The goal of IRE is to use observed enemy units to attempt to “geolocate” the enemy’s tactics within this space. Initial observations will begin to bias NOVA’s decisions in what units to produce towards those that are more effective against certain strategies. As more and more enemy units are observed, likely strategy “locations” will begin to layer on top of each other, creating a multiplicative effect until the single most likely strategy is observed. Because producing units takes time and resources, the probability that an enemy attempting an anti-air strategy as they produce units incapable of achieving these strategies approaches zero as the number of observed units increases.
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